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ABSTRACT
Remote sensing has revolutionized the efficiency of vegetation map-
ping, but such techniques remain impractical for mapping some
types of flora over relatively limited spatial extents. We propose a
deep-learning based framework for automated detection and planar
mapping of an epiphytic plant in a forest from geotagged static
imagery using inexpensive cameras. Our pipeline consists of two
steps: segmentation and spatial distribution estimation. We eval-
uate several segmentation methods on a novel dataset of roughly
375 outdoor images with per-pixel labels indicating the presence of
Spanish moss. We also evaluate the accuracy of the spatial distribu-
tion estimates with respect to field measurements by ecologists for
Spanish moss.
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1 INTRODUCTION
Vegetation mapping has become an essential tool for resource man-
agers and scientists [26]. The development of remote sensing tech-
niques (based on multispectral imagery derived from spacecraft
and manned aerial vehicles) has substantially improved the resolu-
tion and accuracy of existing vegetation maps [39]. Multispectral
optical measurements provide discriminative cues for determining
vegetation characterisitics and other remote sensing technologies
such as LiDAR (Light Detection and Ranging) have been shown to
be effective in mapping biomass density and distribution [21].

Although remote sensing has become the favored practice for
vegetation mapping, processing remote sensing data can be an
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esoteric endeavor, usually requiring specialized training and soft-
ware. Moreover, remote sensing data obtained by aerial and space
cameras may not always be readily available for all field sites at
the appropriate spatial resolution. Where they are obtainable, they
must often be custom ordered at a cost that is prohibitive for many
researchers. While the use of lightweight unmanned aerial vehicles
(UAVs) or drones has made aerial sensing more feasible and afford-
able for local-scale studies [2], such technology may still be cost
prohibitive, or even illegal in some areas (e.g., near airports).

As compared to multispectral imagery and LiDAR, visible light
photography is inexpensive and widely available, but lacks addi-
tional information about material composition and 3D structure.
Visible light images are also subject to environmental lighting vari-
ations (e.g., haze, shadows, specular reflections) which affect the
appearance of the objects of interest. Despite these shortcomings,
new methods in image processing that enable processing of natural
imagery could provide a cheaper and easier way to classify and
map vegetation.

Segmentation of natural imagery into semantically meaningful
classes is a difficult problem and has received relatively little at-
tention in the research community. Santos et al. [33] use structure
from motion (SfM) to create a point cloud from videos of plants
in controlled environments for the purpose of phenotyping. Cam-
pos et al. [11] describe a method to segment vegetation in corn
fields, presumably as a pre-processing step for agricultural robots.
Yanikoglu et al. [40] focus on plant identification from leaves using
shape and texture features. These authors emphasize that intra-
class variability in appearance is a big problemwith automatic plant
detection.

In the present study, we use and evaluated deep-learning frame-
works to automatically detect and estimate the probability surface
for the Spanish moss plant (Tillandsia usneoides) from geotagged
static imagery taken with a common smartphone. Because the focal
species is a pendant epiphyte (i.e., most often hangs from trees), its
color and texture can easily be confounded with background vege-
tation. This makes segmenting outdoor imagery a challenging task.
The proposed technique has widespread applications for resource
managers and scientists by providing a way to conduct local scale
vegetation mapping through the use of an inexpensive camera.

2 RELATEDWORK
Background on surveyance of epiphytic organisms. An epiphyte

is a plant that uses another plant, usually a tree, for support [8, 45].
Because the spatial distribution of an epiphyte is dependent on
the location of suitable hosts, epiphytes represent a biologically
interesting opportunity to examine direct and indirect interactions
between plant species. As such, ecologists have examined the speci-
ficity of many different epiphytes to various hosts [37].
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Although there is widespread interest in epiphyte-host speci-
ficity, ground-based censuses are notoriously challenging because
many epiphytes occur high in the forest canopy and, if detectable,
grow in clumps or festoons that make it difficult to count discrete
individuals [23]. While tools, such as canopy cranes [38], and tech-
nologies such as unmanned aerial vehicles have helped researchers
to access and locate epiphytes in the forest canopy, such techniques
(as applied to date) still require manual identification and map-
ping of epiphytic species to different trees in a forest. Airborne
multispectral imaging and LIDAR technologies could potentially
provide a new means to locate and measure epiphyte populations,
yet there has been virtually no discussion of their applicability be-
yond epiphytes being a nuisance variable when trying to interpret
the spectral signature of other types of vegetation [9, 16]. Because
they are difficult to sample, new technologies that aid in detecting
and measuring epiphytes could have a transformative effect on the
study of their ecology and species interactions.

Background on focal species. In the southeastern United States,
Spanish moss is the dominant epiphyte in coastal regions [17] and
seems to be especially abundant in hardwood hammock and cypress
swamp, and less common in pine forest [17]. Spanish moss can
reproduce both by seed and vegetatively [20] and has been found
on a wide range of host species, but seems to thrive on certain
hardwood species, such as Quercus virginiana (live oak) [10, 31].
Recent works have demonstrated that the presence of Spanish moss
can have a major impact on local species composition [3, 4], and
more efficient methods for detecting and mapping Spanish moss in
a forest would facilitate better modeling of the factors that affect
its distribution in different types of forest communities.

Semantic Segmentation. Semantic segmentation of images con-
sists of assigning each pixel one of several labels that are semanti-
cally meaningful (e.g., car, building, tree). Semantic segmentation
has many applications as input to high-level algorithms such as
decision-making in autonomous driving [5, 13, 42], handwriting
recognition [25, 27], inferring functional relationships between dif-
ferent parts of an image [29], object detection and tracking [19],
medical image interpretation [14, 15, 28, 32, 34, 44] andmany others.
The semantic segmentation literature is vast, and a thorough review
is beyond the scope of this work, however Zhao et al. [43] provides
an excellent summary. In the past few years, deep neural networks
have proven better than specialized, “shallow” algorithms at many
tasks in the machine learning and computer vision communities. A
special type of deep neural network designed for imagery, the con-
volutional neural network (CNN) has been applied to segmentation
problems.

The successes of CNNs drove the development of more generic
models for image segmentation, called fully convolutional networks
(FCNNs). In this work, we thoroughly evaluate two state-of-the-art
FCNN models: SegNet [6] and PixelNet [7]. In SegNet, the indices
of pixels max-pooling layers of a typical CNN are kept to produce
sparse maps in the upper layers of the network. The sparse maps
are then convolved with filters to perform non-linear upsampling
that result in dense segmentation maps. The authors of SegNet
show excellent results on outdoor roadway scenes.

PixelNet is a FCNN that makes simultaneous use of information
from all convolutional layers with hypercolumns. These hyper-
columns are then used independently to compute per-pixel losses
that can be sparse through the image due to the many redundancies
naturally present, thus speeding the training process significantly.
Pixelnet [7] has achieved excellent results in performing seman-
tic segmentation on the Pascal-Context dataset compared to other
recent architectures such as in [12] and [30].

Hypercolumn feature extraction occurs for individual pixels
across multiple convolutional layers as described in [22]. The hyper-
column feature extraction serves to incorporate low-level features
learned from all convolutional layers, as seen in Figure 1. Subsam-
pling is performed during training, where only a small subset of
the total pixels is chosen randomly from each image in a batch. The
hypercolumn features extracted from a full image induces a high
memory footprint, thus the purpose of random subsampling is to
reduce memory usage during training. During testing, the full hy-
percolumn set is used, and the memory required is manageable due
to reduction of batch size to one. A softmax cross-entropy loss func-
tion is used for training the model and back-propagation through
stochastic gradient descent is used to update model parameters.

Contributions. Our primary contribution is the introduction and
definition of of image-based, automatic vegetation planar mapping
as the computation of a probability density function over a geo-
graphic area from a set of labeled, geotagged images. We propose a
novel method to estimate geospatial density of Spanish moss from
geotagged imagery in two sequential steps: 1) automatic image
segmentation and 2) integration of the semantically meaningful
labels from geotagged imagery to estimate a spatial probability
density for a target of interest.

Our secondary contribution is a novel dataset of labeled outdoor
natural imagery. Manually labeling vegetation in cluttered environ-
ments is a time-consuming process that requires time and patience.
The complex appearance of plants in a natural environment is a
result of the relative sparsity of branches and leafs, thus per-pixel
labeling is an almost impossible task. We approach this problem
using a custom interface, discussed later in this paper.

In the remainder of this paper, we compare the performance of
several CNN architectures for the semantic segmentation task on
our dataset. We also compare the results of our novel vegetation
mapping approachwith binary indicator data collected by ecologists
in the field.We hope that our workwill lead to further developments
on semantic segmentation in this difficult domain of unstructured
and natural imagery in the wild, where appearance variation plays
a critical role.

3 DATASET
Our dataset contains images with per-pixels labels for Spanish moss.
Since labeling each pixel individually is very time consuming and
difficult to perform, we have created a labeling tool to annotate
images. The tool segments the image into superpixels using SLIC [1]
superpixels implemented in VLFeat [36]. The user then swipes over
superpixels that are then highlighted with a specific tint to mark
them as labeled. To make the labeling more accurate, the user is
allowed to change the region size and regularization parameters
of the SLIC algorithm. The images were selected manually (due to
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Figure 1: A visualization of the Pixelnet architecture from Bansal et. al [7]

Figure 2: Sample image-label pairs from Spanish moss dataset.

many inaccurate tags) and downloaded from Flickr. The datasets
are accessible at http://mypages.valdosta.edu/rpmihail/data.

4 IMAGE-BASED GEOSPATIAL DENSITY
ESTIMATION

Given a set of geotagged images I = {i1, i2, ..., in } of images from a
calibrated camera, and geotagsGi = (lonдitude, latitude,azimuth, FOV )
wewant to estimate Ptarдet (p |In ,Gn ), wherep is a point in a world.
This function is conceptually easy to estimate if we had aerial im-
agery (e.g., from drones or satellite) where the camera’s image plane
is parallel to the ground plane and we have a perfect per-pixel clas-
sifier and no occlusions. In this ideal scenario, it would suffice to
map each pixel from image-space to world-space and compute the
probability directly from the image. Such ideal datasets are used to
estimate canopy coverage and make-up [18, 35, 41], but are limited
to targets directly visible from above. Therefore, these data and
methods do not work for targets that are occluded by the canopy.

Here, we consider a more practical image acquisition scenario
where 1) images are sparse (several meters apart), 2) the image plane
is perpendicular to the ground plane, and the center of projection
is roughly eye-level for an average-height adult. These criteria
describe an extremely common scenario from from consumer-level

devices. Since smartphones are ubiquitous, most ecologists will find
obtaining such data both affordable and easily available.

Each calibrated image in is run through a segmentation algo-
rithm, which results in a probability Pix,y for a pixel location (x ,y).
At this stage of the process, we assume each pixel is independent
of its neighbors.1 We then marginalize the probabilities over the
columns of the image:

Pix =
1
λ

∑
y

T (x ,y) (1)

where T is the target segmentation, λ is a normalization constant
set to the height of the image in pixels, such that if an entire image
column x is positive for the target, Pix is one. Each image column is
then mapped to a global camera azimuth angle, given the camera’s
horizontal field of view (FOV) and azimuth angle of the optical axis
(assumed parallel to the ground plane) at the time of capture, result-
ing in Pi (a), where a ∈ [Gi (azimuth) −

Gi (FOV )
2 ,Gi (azimuth) +

Gi (FOV )
2 ].

1While the smoothness assumption is ignored here, it is fully captured by the deep
learning segmentation method.

http://mypages.valdosta.edu/rpmihail/data
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Figure 3: Given an image (left), we use the per-pixel probability estimate of a target (middle) to compute a density over camera
azimuth by marginalizing the image columns (right).

Looking at the world from a top-down (bird’s eye) view, for some
point p = (lat , lon), we can determine the images that may poten-
tially include the target using simple triangulation. If two or more
images “see” a given point, we assign P (tarдet |p) the weighted
sum of ∑i,a Pi (a)wi,a , wherew is a decay variable that decreases
exponentially with distance, thus minimizing the effect of distant
points2. We illustrate one case with two geotagged images pointed
at a target (a tree) in Figure 4. The flattened segmentation results
are projected to the world space and if the camera’s view frustums
intersect, the detector results are summed, weighted and normal-
ized.

Our method is most accurate when a target is imaged from
three or more positions with azimuth angles that minimize the
intersected area within a detectable potential target. In Figure 5
we show two synthetic examples with density estimates for two
and three cameras. With only two cameras, there is an ambiguity
in the position of a target. Three or more cameras are sufficient to
determine the position of an object in the world.

5 EXPERIMENTS
In this section, we evaluate the results of segmentation and spatial
distribution estimation.We use the Flickr dataset to evaluate FCNNs
on the segmentation task. We randomly select 80% of images for
training, and 20% for testing.We report several performancemetrics
for the FCNNs on the testing set. The evaluation of our spatial
distribution estimation is qualitative and results are compared with
data from field measurements.

5.1 Moss Segmentation
Similar to Long et. al [30], we evaluate the performance of the four
CNNs using the following metrics: the pixel accuracy, the mean
pixel accuracy between classes (referred to as mean accuracy), the
mean intersection over union (IoU) scores for each class, and the
frequency weighted IoU. The best results with respect to pixel
accuracy was achieved by PixelNet. The greatest mean accuracy
between classes was achieved by SegNet. A few sample segmenta-
tion results are shown in Figure 6. Overall performance metrics are
shown in Table 1. All models were trained from scratch.
2The distance at which targets are detectable varies greatly for different settings, thus
w is set empirically. In our experiments,w = z × e−d , where d is the distance from
the image to the point in the world, and z is a normalization constant.

Table 1: Results of segmentation. The pixel accuracy is de-
fined as the ratio of correctly labeled pixels and total num-
ber of pixels. Mean accuracy is defined as the average of the
pixel accuracy of each class. FW IU is a frequency weighted
intersection over union. We evaluated two flavors of Pixel-
Net: the base model as released by its authors, and PixelNet
with median frequency balancing.

Pixel Acc. Mean Acc. Mean IoU FW IoU
PixelNet Base 87.4 57.6 51.0 78.7
PixelNet MFB 82.7 66.3 52.4 75.0
SegNet 73.3 68.9 46.4 65.5

Class Balancing. Due to a relatively low number of target labels
compared to background, CNNs often converge to the trivial solu-
tion of labeling everything background. To prevent this, we test our
FCNN configurations with an implementation of median frequency
balancing (MFB), which addresses inter-class frequency by assign-
ing a higher weight in the loss function to classes which occur
less frequently. Kampffmeyer et al. [24] demonstrate the efficacy of
MFB in cases of high class imbalance with remote sensing of urban
landscapes. The effect of adding MFB, is an increase in the mean
IoU and mean accuracy, but leads to a decrease in pixel accuracy
with respect to the original implementation.

5.2 Spatial Distribution Estimation
The method of our spatial distribution estimation produces a dis-
crete probability map over the imaged region, where each cell
represents the probability of finding Spanish moss in that area. In
our experiment we used 206 images.

We compared the results of our spatial distribution estimation
with hand-collected data in the field. The hand-collected data rep-
resent the presence (= 1) or absence (= 0) of Spanish moss in the
vicinity of regularly spaced points (n = 195) within a ≈8.3 ha region
of a Slash-pine dominated forest stand at the Lake Louise Research
Center in Lowndes County, Georgia, USA. At each sample point,
all trees within 10m search radius (with a diameter at breast height
≥ 5 cm) were surveyed for Spanish moss with the naked eye and
with the aid of binoculars. A total of 1254 trees were sampled, with
209 of the trees containing Spanish moss (= 17%). Overall, Spanish
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Figure 4:We consider the case of two geotagged images from calibrated cameras pointed at a tree—the target, from two different
perspectives. For each image, we have detector results, Pi . The final density is estimated by summing and weighing detector
results of intersecting rays in the world space.

Figure 5: We synthesize a detection profile (left) for all images and compute the spatial density given two images taken at
diametrically opposite sides of a target (middle). In the two image configuration, there is an ambiguity along the optical axis.
Adding a third image from solves the ambiguity (right).

was found in 83 of the 195 sample units (= 43%), with most of the
Spanish moss located around the periphery of the stand, in ecotonal
areas near old growth hardwood forest.

To compare the ground truth data with our image-based den-
sity estimates, we used indicator kriging in ArcGIS 10.4 (Environ-
mental Research Systems Institute, Redlands, CA) to interpolate
a continuous probability surface from the binary Spanish moss
presence/absence data. When performed on binary data, indicator
kriging amounts to a nonparametric version of ordinary kriging
that does not assume normality. We chose indicator kriging be-
cause: 1) it is naturally well-suited to binary response data, 2) it
provides a probability surface and information about the standard
error of the estimates, 3) cross-validation can be used to optimize
model parameters, and 4) optimized model parameters are based on
information about spatial structure in local search neighborhoods
around each interpolated position, thus providing important detail
about both local and global patterns of Spanish moss within the
study area.

6 CONCLUSION
In this paper, we propose a framework for measuring the spatial
density of Spanish moss from geotagged visible-light photographs,
and our results show the potential for consumer-grade cameras
to assist with vegetation mapping. We compared various perfor-
mance metrics for segmentation of three FCNNs: two variations
of PixelNet and SegNet. We found PixelNet to be the best perform-
ing architecture with respect to the pixel accuracy and frequency
weighted intersection over union (FW IoU).

Implementing median frequency balancing (MFB) in PixelNet
was observed to increase the mean accuracy and the mean IoU over
the base PixelNet. Although we found SegNet to perform the best
with regard to the mean accuracy, the results from SegNet appeared
worse according to our other metrics: pixel accuracy, mean IoU,
and FW IoU.

Our spatial density estimation results are encouraging. We com-
pare our method to interpolated estimates made during a more



ACM SE ’18, March 29–31, 2018, Richmond, KY, USA R. P. Mihail et al.

Input Image Ground Truth PixelNet PixelNet MFB SegNet

Figure 6: Sample segmentations from the Flickr dataset.

Figure 7: Left: our results superimposed on hand-collected binary indicators. Right: interpolation using indicator kriging from
the binary indicators. Our results provide high resolution density estimates of Spanish moss using significantly less resources
than standard measurements by ecologists.

traditional survey performed by an ecologist. Our results are highly
correlated with the ecologists’ data, which suggests this approach
is a viable alternative for larger areas. In the future, we will evaluate
our method on different species of plants and larger areas.
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